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Why segment routing

what is going on with segment routing

YANG and models – industry trends

segment routing + open daylight sdn controller: how it is done
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SDN ambitions
service provider expectations
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Network Layers Expected to Benefit the Most From SDN 
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Figure 2.5: Popular Carrier SDN-Related Use Cases & Benefits 

USE CASE DESCRIPTION KEY BENEFITS 

Multi-layer provisioning 
Provisioning across multiple OSI layers (gener-

ally router layer and optical transport layers) 

Opex savings through automa-
tion, as well as revenue gener-

ation/network monetization 

Bandwidth on demand/ 
bandwidth elasticity 
(sometimes called  

network as a service) 

Enabling programmatic controls on carrier  
links to request extra bandwidth when needed 

Revenue generation/ 
monetization and cloud  

services delivery 

Multi-layer optimization 
Allocating resources across OSI network  

layers to fit overall network needs, based on  
the global network view that SDN affords  

Saves on both capex and opex 

Performance on  
demand 

API-driven service in which the network dy-
namically ensures not only appropriate capac-
ity, but also a guaranteed level of performance 

New services and new  
revenue/monetization 

Virtual private cloud 

Service provider offers a virtual cloud service 
within its network that provides enterprise-
grade security, performance and control  

associated with a private cloud 

New services and new  
revenue/monetization 

 
The industry is at a point in the evolution of SDN where barriers and challenges are starting to rise 
to the foreground. This is part of the natural technology deployment cycle and reflects the fact that 
operator evaluations are entering a deeper phase of action. 
 
We asked operator survey respondents to select the network layers they expected would benefit 
most from SDN. Survey takers were allowed to select multiple options. The results are shown in 
Figure 2.6. 
 
Figure 2.6: Network Layers Expected to Benefit the Most From SDN 

 
N=82 
 
The results clearly show that service providers view SDN as a Layer 3 networking revolution, with 
Layer 3 (IP/MPLS) selected by 74 percent of respondents. Layers 4-7 (including application and 
content delivery networks) and Layer 2 (carrier Ethernet) ranked a distant second and third, se-
lected by 51 percent and 48 percent of respondents, respectively. 
 
According to the survey, few operators see the optical layers as benefitting the most from SDN: 
Each of the optical-layer choices was selected by only 13 percent of respondents. Optical's role, 
however, may be brighter than these survey results show. While the results point to little interest in 

0% 10% 20% 30% 40% 50% 60% 70% 80%

Layer 3 (IP/MPLS)

Layer 4-7 (application and
content delivery networks)

Layer 2 (carrier Ethernet)

Layer 1 (Sonet/SDH, OTN)

Layer 0 (DWDM/ROADM)
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We need to separate policy from 
reachability

!=
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C≤1/R

Impossible!

There is no Silver Bullet for Complexity 
with centralized model
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Scott Shenker – it’s time for SDN V2
Scott Shenker, one of the minds behind the creation of SDN, has some misgivings about the technology. 
It’s time for SDNv2!

Why is this different? Because Shenker and others started out assuming the network was homogeneous. 
The differences between core and edge switches — the existence of MPLS, essentially — wasn’t taken 
into account.

“This one is unforgivable. We just ignored current systems,” Shenker said. “One of the secrets, when you 
teach networking, [is that] nobody covers MPLS.

http://www.eecs.berkeley.edu/Faculty/Homepages/shenker.html
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FB and MS choose routing with “centralized 
override” in their DC’s

FB: We were able to build our fabric using standard BGP4 as the only routing protocol. This enabled 
us to leverage the performance and scalability of a distributed control plane for convergence, while 
offering tight and granular routing propagation management and ensuring compatibility with a broad 
range of existing systems and software. We call this flexible hybrid approach “distributed control, 
centralized override.”
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› CAP theorem says we can choose two of…
– Consistent

– Available

– Partionable

› Routing protocols are eventually consistent, always available, and partitionable

Routing as a Database

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 

Routing as a Database 

• CAP theorem says we can choose two of  
– Consistent 
– Available 
– Partionable 

• Routing protocols are eventually consistent, always available, and partitionable 

39 
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Be open and pragmatic:
SDN is about programmability, not SB protocols

 

NFV possi bilities 

• Sw itching 

• Routing 

• Identity / AAA  

• Po licy 

• Firewalls / Se curity  

Gateways 

• WAN Optimiza tion 

• Em ail / Em ail Se curity  

• DNS 

• IP Address Ma nagement 

• Wire less Lan  Contro llers 

• Load Balancers 

• Network Analysis 

• WA F 

• Route Reflect ors 
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“If you can’t explain it simply, you don’t understand it well enough ”
  Albert Einstein

Logically centralized, 
physically distributed !
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Sr Is Real and happening!
› Excellent endorsement and leadership 

from SP and Enterprise operators
› IETF: Multi-vendor consensus and collaboration:

– Stefano/Clarence - Cisco

– Jeff Tantsura - Ericsson

– Wim Hendericks - ALU

– Hannes Gredler - Juniper

› We have submitted detailed IETF drafts:
– Architecture

– Use-cases
– ISIS extensions
– OSPF extensions
– BGP extensions
– PCEP extensions
– FRR with 100% coverage

IS-IS for IP Internets                                   S. Previdi, Ed.
Internet-Draft                                               C. Filsfils
Intended status: Standards Track                             A. Bashandy
Expires: December 20, 2014                           Cisco Systems, Inc.
                                                              H. Gredler
                                                  Juniper Networks, Inc.
                                                            S. Litkowski
                                                             B. Decraene
                                                                  Orange
                                                             J. Tantsura
                                                                Ericsson
                                                           June 18, 2014

                  IS-IS Extensions for Segment Routing
             draft-ietf-isis-segment-routing-extensions-02

Abstract

   Segment Routing (SR) allows for a flexible definition of end-to-end
   paths within IGP topologies by encoding paths as sequences of
   topological sub-paths, called "segments".  These segments are
   advertised by the link-state routing protocols (IS-IS and OSPF).

   This draft describes the necessary IS-IS extensions that need to be
   introduced for Segment Routing.

Requirements Language

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in RFC 2119  [RFC2119 ].

Status of This Memo

   This Internet-Draft is submitted in full conformance with the
   provisions of BCP 78  and BCP 79 .

   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF).  Note that other groups may also distribute
   working documents as Internet-Drafts.  The list of current Internet-
   Drafts is at http://datatracker.ietf.org/drafts/current/ .

   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
   time.  It is inappropriate to use Internet-Drafts as reference
   material or to cite them other than as "work in progress."

Previdi, et al.         Expires December 20, 2014               [Page 1]
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Eantc 2015: 
SR ISIS interworking  e///, cisco and alu
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› Segment Routing with ODL – winning proposal for Operators
› Open Source Open Daylight + Open Standards IETF

Segment routing with ODL – structured 
agility

+

Open Standards bring know-how and interoperability  

Open Source brings agility and innovation
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›NETCONF
–A transport protocol
–Designed to transport YANG encoded network 
entity information

›YANG
–A modeling language
–Designed to model network entity information

›NETCONF/YANG standardization & definition 
work being done through the IETF:
–NETCONF WG
–RTGWG for routing (non protocols)
–Protocol relevant WG for 
protocols(OSPF/ISIS/etc)

NETCONF/YANG
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›What is OpenConfig? 
–Informal working group of large network operators (including carriers, cable 
operators, and online service providers). 

–Cross section of a large set of use cases, experiences, and pain points. 
›What is the primary goal of OpenConfig? 

–Enable dynamic and programmable network infrastructure for the industry at large. 
›What will OpenConfig contribute? 

–Models
–Documentation & Tooling 

›Other openconfig efforts (so far, many more to come): 
–BGP model draft-shaikh-idr-bgp-model 
–Policy model draft-shaikh-rtgwg-policy-model
–MPLS / TE Model for SP Networks draft-openconfig-mpls-consolidated-model

What is OpenConfig? 
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Openconfig key ideas
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Openconfig is open for operators, come and join!
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AAA: Authentication, Authorization & Accounting
ALTO: Application Layer Traffic Optimization
AuthN: Authentication
BGP: Border Gateway Protocol
CAPWAP: Control and Provisioning of Wireless 
Access Points
COPS: Common Open Policy Service
DIDM: Device Identification and Driver management 
DLUX: OpenDaylight User Experience
DDoS: Distributed Denial Of Service

DOCSIS: Data Over Cable Service Interface 
Specification
FRM: Forwarding Rules Manager
GBP: Group Based Policy
IoTDM: Internet of Things Data Broker
LACP: Link Aggregation Control Protocol 
LISP: Locator/Identifier Separation Protocol
MAPLE: Maple Programming
NIC: Network Intent Proposal
OVSDB: Open vSwitch DataBase Protocol
OPFLEX: Extensible Policy Protocol

Legend

“LITHIUM”
AAA- AuthN Filter

OpenDaylight APIs (REST)

OpenFlow Enabled 
Devices

DLUX VTN Coordinator
OpenStack 

Neutron SDNI WrapperDDoS Protection

Open vSwitches
Additional Virtual & 

Physical Devices

Topology 
Processing

DIDM

MD-SAL / Yangtools

GBP 
Service

SFC

DOCSIS 
Abstraction

VTN 
Manager

Plugin20C
LISP 

Service

BGP

PCEP
OVSDB

OVSD
B

NETCO
NF

PCMM/
COPS

SNBI
LIS
P

BGP

PCEP
SNMP

Plugin20
C

OpenFlow 

Neutron 
Service

SDNI 

Aggregator

Persistence

L2 
Switch

TCP-
MD5

SXPUSC

Discovery IoTDM

IoT

LACP

MAPLE

ALTO

CAPWAP

Reservation

TSDR

VPN ServiceNIC

USC Manager

OPFLEX

Topology Inventory FRM

Network Applications
Orchestrations and Services

NB APIs

Plugin-
agnostic 
Applications

Plugin-aware 
Applications

Controller 
platform

SB interfaces & 
protocols 
plugins

PCEP: Path Computation Element Protocol
PCMM: Packet Cable MultiMedia
Plugin2OC: Plugin To OpenContrail
SDNI: SDN Interface (Cross-Controller Federation)
SFC: Service Function Chaining
SNBI: Secure Network Bootstrapping Infrastructure
SNMP: Simple Network Management Protocol
SXP: Source-Group Tag eXchange Protocol 
TSDR: Time Series Data Repository
TTP: Table Type Patterns
USC: Unified Secure Channel
VTN: Virtual Tenant Network
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ODL: BGP processing

ControllerController

MD-SALMD-SAL

BGP-LS-SRBGP-LS-SR

RESTCONFRESTCONF

/operational/operational

BGP-RIB

/operational/operational

Topology

BGP-LS Topology Exporter BGP-LS Topology Exporter 

MD-SAL Set

MD-SAL Notification MD-SAL Set MD-SAL Get

Application

(Topology Consumer)

BGP-LS-SR speaker 
(RR)

BGP-LS-SR speaker 
(RR)

draft-ietf-idr-ls-distribution
draft-gredler-idr-bgp-ls-segment-routing-extension
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ODL: PCEP processing

ControllerController

MD-SALMD-SAL

PCEPPCEP

RESTCONFRESTCONF

/operational/operational /operational/operational

Topology

PCEPCE

MD-SAL Set

MD-SAL Notification MD-SAL Set MD-SAL Get

Applications

(topology/constrains/feedback)

PCEP speaker (ingress)PCEP speaker (ingress)

H-PCEH-PCE

I2RS/OF/other SBI’sI2RS/OF/other SBI’s

draft-ietf-pce-segment-routing
draft-ietf-pce-stateful-pce
draft-ietf-pce-pce-initiated-lsp
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JAVA SAL APIs (Generated)JAVA SAL APIs (Generated)

Network ElementsNetwork Elements

MD-SAL

…

Network
Topology & services

Link

Paths

Node…Link

SystemAtr-type

…
Topo Id

…
Confg Stats

TP

…
TP

Status Directon
… TE

Topo ID

…
L3  IGP

ApplicatonsApplicatons

Internal PluginInternal Plugin RESTREST

Node

Transformer/

Adapter

Transformer/

Adapter

NB REST APINB REST API

Platorm Service 
Plugin

Platorm Service 
Plugin

JAVA SAL APIs (Generated)JAVA SAL APIs (Generated)

Network Service 
Plugin

Network Service 
Plugin

NB REST APINB REST APINB REST APINB REST API

BGP-LSBGP-LS PCEPPCEP NetconfNetconf

NB APINB API

L3

Nodes

L2

L0/L1

TED

L3-VPN

(BGP)

RD 
I RT

E RT

ODL – multilayer model
putting all together

InventoryInventory Other SBI’sOther SBI’s

Operatonal
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I want a path from 

A to F

Min link BW=10G

Min link delay < 10ms

I want a path from 

A to F

Min link BW=10G

Min link delay < 10ms

Link BW Delay

A->B 10G 10ms

B->D 200G(SRLG) 15ms

D->F 10G 10ms

Link BW Delay

A->C 10G 5ms

C->E 100G 10ms

E->F 10G 10ms

A->F Topology

A->B->D->F

A->C->E->F

S
R

P
C

E
P

 

S
R

P
C

E
P

 

->C(->E->F)

SDN Orchestration
mainwan = wanproj.neutron.net.create(endpoints = {Node_A, Node_F}, bandwidth = 10G, delay = 10ms)
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I want a non-constrained 
15G path from A to F

Optimize BW use == 
UCMP(weighed ECMP)

I want a non-constrained 
15G path from A to F

Optimize BW use == 
UCMP(weighed ECMP)

Link BW Delay

A->B 10G 10ms

B->D 200G(SRLG) 15ms

D->F 10G 10ms

Link BW Delay

A->C 10G 5ms

C->E 100G 10ms

E->F 10G 10ms

A->F Topology

A->B->D->F

A->C->E->F

S
R

P
C

E
P

 

S
R

P
C

E
P

 

->{B,C}->F

SDN Orchestration
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My link towards F 
is overloaded
My link towards F 
is overloaded

Link BW Delay

A->B 10G 10ms

B->D 200G(SRLG) 15ms

D->F 10G 10ms

Link BW Delay

A->C 10G 5ms

C->E 100G 10ms

E->F 10G 10ms

A->F Topology

A->B->D->F

A->C->E->F

S
R

P
C

E
P

 

S
R

P
C

E
P

 

->B->D->F

SDN Orchestration: analytics
realtime feedback reoptimization
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Segment routing domain

Glue between OF & IP/Mpls networks

RR SR stack - OF

App App App

Base Network Service FunctionsBase Network Service Functions

OpenDaylight APIs (REST)

Service Abstraction Layer (MD-SAL)

SR logic

BGP

Stateful

PCE

L3

App App App Ericsson SDN Controller

OFx.x NETCONF

OF1 R3OF2 OF3 R1 R2

B
G

P
-L

S
/ P

C
E

P

L1 L2 L3 L12L11 L13

I want a path from OF1 
to R3 for FEC “XYZ” 

I want a path from OF1 
to R3 for FEC “XYZ” 

SR OF
(OF1-L1,
OF2-L2
OF3-L3)

PCEP

O
F

PU
SH

  L
13

S
W

A
P

 L
13

 b
y 

 L
13

LFIB

SWAP L13 by  L13
S

W
A

P
 L

13
 b

y 
 L

13

LFIB

SWAP L13 by  L13
LFIB

POP L13

ISIS/OSPF
OF

MATCH FEC XYZ
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IP 
MPLS

IP 
MPLS

IP 
MPLS

IP 
MPLS

ROADM

ROADMROADM

ROADM

Segment routing domain

IP 
MPLS

MPLS LSP

OPTO PATH

RR SR stack - OF

App App App

Base Network Service FunctionsBase Network Service Functions

OpenDaylight APIs (REST)

Service Abstraction Layer (MD-SAL)

VNTM Manager

BGPPCEP

Stateful
PCE
L3

App App App Ericsson SDN Controller

OFx.x    NETCONF FUTURE

Stateful
PCE

L0-L2

IP 
MPLS

IP 
MPLS

ROADM ROADM

TL1

IP/MPLS + Optical interworking
brings connection-oriented transport into connectionless IP/MLPL world

   ……………
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Edge OF 
SW

IP Core

IP Core

IP Core

IP Core

ROADM

ROADMROADM

ROADM

ODL

RR

B
G

P
-L

S

MP-BGP(LS,RFC3107)

SR stack - O
F

SR stack - OF

Segment routing domain

ODL

IP Core

Edge OF 
SW

Gold LSP

Silver LSP

US Tier1 SP: SR Core SDN + 
OF Edge use case

ODL

Cross Domain Orchestration

DC DC

MP-BGP(LS,RFC3107)
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› Faster TTM, simplification
– Programmability and Application awareness

› OPEX reduction
– Removes complexity from the network, no LDP/RSVP,  state is in the packet, fully automatic 

100% IP FRR coverage, native IPv6 

› CAPEX optimization
– Investment protection - can be used with the existing equipment, only SW upgrade needed 

(HW on ingress in some cases)
– Reduces cost and complexity of core networks (long term)

› Packet/Opto integration
– Coherent multilayer resource provisioning and dynamic reoptimization
– On demand bandwidth and admission control

– Connection-oriented connectivity, carrier grade OAM

SR addresses operator’s needs &
makes SDN promises true
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More information

› IETF WG covering Segment Routing 
– SPRING - http://tools.ietf.org/wg/spring/

› Relevant protocol extensions are defined in OSPF and ISIS WG:
– draft-ietf-isis-segment-routing-extensions
– draft-ietf-ospf-segment-routing-extensions
– draft-psenak-ospf-segment-routing-ospfv3-extension

› BGP
– draft-gredler-idr-bgp-ls-segment-routing-extension

› PCEP
– draft-ietf-pce-segment-routing
– draft-ietf-pce-pce-initiated-lsp

http://tools.ietf.org/wg/spring/
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